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The iterative phase retrieval algorithm and its applicability for the imaging of the deformation fields in
crystals are investigated. For this reason the x-ray-diffracted data are simulated for the strained modeled crystal
with different values of inhomogeneity of deformations. The influence of the constraints introduced by
Minkevich et al. [Phys. Rev. B 76, 104106 (2007)] to the iterative phase retrieval algorithm is shown for the

reconstruction of highly inhomogeneous strain field.
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I. INTRODUCTION

X-ray diffraction is well known for its capability of non-
destructive determination of structures at the nanoscale. Be-
ing scattered by a particular object, experimentally detected
x-ray intensity distribution contains detailed information
about its internal structure. The problem is to extract the
structural information from the measured x-ray intensities
since phases are not experimentally available. In the case of
artificial nanostructures, the model-dependent approaches are
widely used (see, for example, Ref. 1). Making some as-
sumptions about investigated structures, a model is built and
scattered x-ray intensities’ distributions are simulated. Trial-
and-error or least-squares fitting procedures are then used to
obtain the best agreement with experiments. However, the
constructed model very often describes the sample only
qualitatively because the investigated structures can be very
complicated. For such cases, where there are specific
troubles in implementing the fitting procedure, it is useful to
have other approaches requiring as little as possible a priori
data about investigated structures. The pioneering works
concerning the direct imaging of the deformations in periodi-
cal crystalline structures from the diffraction patterns were
published many years ago.>* The theoretical studies of the
advantages and limitations of the proposed method were
published later.* The present work concentrates on the inves-
tigation of applicability of another modern technique called
coherent diffractive imaging (CDI).>® The direct-space elec-
tron density is retrieved with an iterative algorithm, first pro-
posed by Gerchberg and Saxton’ and further developed by
Fienup.® The oversampled intensity information, satisfying
the object sizes in direct space, for two-dimensional (2D) or
higher-dimensional data in most cases corresponds to a
unique set of phases in reciprocal space.’ The possibility of
directly determining the structure from a diffraction pattern
alone was first mentioned by Sayre.!” The noise and other
experimental artifacts, of course, disturb this relation; how-
ever, it is supposed that notwithstanding this inaccuracy one
solution exists. The nonuniqueness of “phase problem” for
one-dimensional (1D) case can be also overcome by provid-
ing additional a priori information about an object as it was
recently shown for some particular cases.'!!> Presently many
versions of the iterative algorithm were proposed as well as
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the comparisons of their convergence behavior
properties.!315 The method is based on back-and-forth fast
Fourier transforms (FTs) together with a set of constraints in
both direct and reciprocal spaces. Since the FT is used, the
approach is limited to the case where the interaction of mat-
ter with x rays is weak. This however covers a large number
of experimental situations for which the x-ray extinction
length is much greater than the analyzed object size. This
approach has been very successful in yielding the density
distribution of noncrystalline materials® and crystals.'® In
fact, the shape of diffracted intensity distributions around
each Bragg reflection from nondeformed crystal is identical
and centrosymmetric. Therefore, the direct-space density
computed by inverse FT is real valued, representing the elec-
tron density of the corresponding crystal. The problems of
nonconvergence for such a case can be often overcome by
implementation of positivity constraint for the direct-space
density. The presence of inhomogeneous strain breaks the
centrosymmetry of Bragg peaks in reciprocal space (excep-
tions are only some special cases of centrosymmetric
strain'”). The direct-space data of such a crystal are already
expressed by complex-valued numbers. The direct interpre-
tation of the strained crystal density through complex-valued
numbers is possible for quite small deformations, when we
can only consider the shift of the crystal unit cell from its
original position and neglect its internal deformations. Then,
the amplitude corresponds to the amplitude of scattering po-
tential (electron density) of the crystal and the phase is ap-
proximately given by the scalar product of the displacement

u with the reciprocal Bragg vector éhk,.lg The “direct-space”
notation instead of conventional “real space” for the descrip-
tion of the object space is used in order to have no confusion
between “real” and “complex.” Only the amplitudes of the
strained crystal density obtained by the inverse FT of its
reciprocal space correspond to the real electron density.
When the sample is described in the direct space by complex
values, the convergence of the existing algorithms is often
problematic and has hindered so far the general applicability
of inversion to the diffraction of strained objects. It is impor-
tant to note that for a complex-valued object, in the case
where its imaginary part comes from absorption of x rays,
usually it is possible to apply the positivity constraints to
both the real and imaginary parts.'® This was successfully
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FIG. 1. Geometry of the modeled system.

illustrated in proceeding of experimental data.’’ The possi-
bility of proceeding to the number of scattering measure-
ments from overlapped object regions could also yield addi-
tional and sufficient information for the convergence of
iterative algorithm.?!?> Experimentally, implementation of
the nonplanar curved beam illumination in small-angle scat-
tering experiments was found positively influencing the con-
vergence of the algorithm.”?> However, the precise stability
(much higher than attained resolution in the direct space) of
the sample is required in the last two cases. For some special
shapes, especially when we have separated objects, the con-
vergence may be achieved.?* The first success concerning the
case of a weakly strained nanocrystal has been recently
obtained,® but inversion of a diffraction pattern from a very
nonuniformly strained crystal remains an unsettled problem.

In a previous paper (see Ref. 25) the method for direct
imaging of highly nonuniformly strained crystal was devel-
oped, which utilizes additional constraints to the spatial
variation in displacement field (to the phases) together with
density uniformity constraints (to the amplitudes). The
method was successfully demonstrated with yielding a par-
ticular component of the deformation field distribution in
1-um-wide silicon-on-insulator (SOI) line by inversion of
the corresponding experimental diffraction pattern. The re-
sulting displacement field was shown to be in excellent
agreement with finite element modeling.?° It was also shown
that such values of deformations were only possible to re-
construct with the proposed additional constraints.?> The in-
homogeneous strain reaches the level of more than 10~* for
this case and is much larger than the deformations recon-
structed in Ref. 6. The magnitude of inhomogeneous strain
does not take into account the homogeneous strain compo-
nent, which is not important for the direct reconstruction and
only influences the Bragg-peak exact position. The purpose
of this paper is to show the suitability of the proposed con-
straints for the reconstruction of the deformations with dif-
ferent values of inhomogeneity. This study is focused on
numerical data. In Sec. II a modeled system based on the
geometry of the system studied in Ref. 25 with different
amplitudes of the displacement field is introduced. The basic
features of the modified iterative algorithm can be found in
Sec. III. Section IV contains the investigation of the conver-
gence properties of the iterative algorithms for the inversion
of the diffraction patterns simulated for our modeled system
introduced in Sec. II.

II. MODELED SYSTEM

The modeled system is a perfect monocrystalline slab,
infinite in the y direction and with a constant trapezoidal
section on the (x,z) plane (Fig. 1). It is similar to the silicon-
on-insulator system of reference,?’ and as in this latter case
the monocrystal is silicon. The crystalline orientation of sili-
con with respect to the (x,y,z) frame is depicted in Fig. 1.
The starting point for the calculations is the displacement
field calculated using finite element analysis in Ref. 26, cor-
responding to an initial stress creating this displacement
field, o=0y. Then by variation in o (0.130¢ and 0.0130y),
i.e., by a simple multiplication of the displacement field by a
constant (0.13 and 0.013), we calculate several deformation
fields and calculate the corresponding reciprocal-space maps
(RSMs). The strain that appeared in our modeled system is
fully 2D (plane strain) because of the system profile unifor-
mity along the y direction.

We define the strain field inhomogeneity along chosen
direction p (here x or z, for example) via the maximum varia-
tion range of the corresponding displacement field deriva-
tives as

ou; u;
Au™™ =max| — | —min| —*|. (1)
! ap ap

In Fig. 2 three 004 reciprocal-space maps are shown, cor-
responding to three different amplitudes of the displacement
field (xlig /I silicon [100] direction; zllg.|l silicon [001] direc-
tion). The relations between the variation ranges of the dis-
placement field derivatives in Eq. (1) and different initial
states of tension o are placed in Table I. For the diffraction
simulations the FT is used. In the case of the 004 Bragg
reflection, the diffraction pattern contains only the informa-
tion on the u, component of the displacement field u. From
the differences between these RSMs, it is clearly seen the
influence of strain on diffracted intensities. The o values
were chosen nonrandomly. The convergence properties of
algorithm are different when taking the corresponding dif-
fraction patterns. Additional constraints introduced in our
previous work? are investigated here, namely, their impor-
tance for the reconstruction of high inhomogeneous strain. In
addition in Fig. 3 the three corresponding diffraction patterns
simulated near 206 reflection are shown. They also contain
information on lateral component of deformation field u,
which has another space variation. For the 0=0.0130y the
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FIG. 2. Diffraction patterns simulated near 004 Bragg reflection
from the silicon modeled system, corresponding to three different
values of initial stress o: (a) 0.0130y, (b) 0.130y, and (c) oy. Inset
of (a) shows the zoomed central part with intensity maximum of the
RSM. The intensity scale is logarithmic.

diffraction patterns in both Figs. 2(a) and 3(a) are very simi-
lar to the one simulated from the unstrained crystal. The
insets of these figures show the detailed shape of the dif-
fracted intensity in the close vicinity of the reciprocal lat-
tices. The inclined streaks with thickness modulations result-
ing from the scattering by trapezium-shaped system are not
strongly disturbed by the impact of internal strain. This strain
is very small and its influence on diffraction pattern is weak.
The quality of experimental data and experimental artifacts
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TABLE 1. The relation between the initial states of tension o
and the variation ranges of the displacement derivatives [Eq. (1)]
inside the silicon line.

g Axu?ax Azuz‘lax Axu?ax Azuiznax
0.0130, 7X 1073 4x107* 3x 107 9Xx 107
0.130, 67X10™*  4x1073  27x107% 9x10™*
1.00y 5%1073 3% 1072 2X 1072 7X1073

such as instrumental effects and integrated intensity in RSM,
of course, negatively influence sensitivity to reconstruct and
make the weak strain visible. The influence of different in-
strumental functions on ability to reconstruct the object by
the iterative algorithm is another important topic and it was
addressed recently.?’?8

III. ADDITIONAL CONSTRAINTS OF RECONSTRUCTION
ALGORITHM FOR STRAINED CRYSTAL DENSITY
IMAGING

The reconstruction algorithm is based on iterative scheme
which was originally developed many years ago by Fienup.?
It includes error reduction (ER) and the hybrid input-output
(HIO) iterative algorithms which are used together with the
set of constraints in direct and reciprocal spaces. They iterate
between both spaces and serve to recover the missing phases
and consequently the direct-space object. At each algorithm
iteration k, the difference between the calculated intensities
and the experimental ones is expressed as

N
> ([ = rrey?

i=1

Ei= . (2)

N
meas
>
i=1

where |F$*| is the magnitude of the calculated amplitude and
I"* is the measured intensity of point i in the RSM. The
weakness of this approach is that it is valid only for the
reconstruction of a real positive function. The possible stag-
nations which can happen in this case can be often overcome
by implementation of the direct-space constraint that the re-
sult must be real and non-negative. In the case of a strained
crystal, its direct-space density is not real and reconstruction
is much more complicated. The success of complex-valued
object reconstruction using only standard support constraint
was reached only for particular cases, namely, for special
object shapes?* or sufficiently weakly strained Pb
nanocrystal.® In many practical situations the object shapes
do not satisfy the conditions denoted by Fienup,?* namely,
the shapes are convex and have many symmetric features.
The spatial distribution and inhomogeneity of deformation
field in crystal are also significant for convergence process.
In general, as it was shown, for example, in the particular
case of highly inhomogeneously strained silicon-on-insulator
line, the standard support constraint cannot provide reliable
convergence of iterative algorithm.? Consequently, in Ref.
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FIG. 3. Diffraction patterns simulated near 206 Bragg reflection
from the silicon modeled system, corresponding to three different
values of initial stress o: (a) 0.0130y, (b) 0.130y, (c) and ay. Inset
of (a) shows the zoomed central part with intensity maximum of the
RSM. The intensity scale is logarithmic.

25 in addition to the standard support constraint, two basic
constraints were introduced and added to the iterative
scheme. They were developed under the assumption of 2D
plane strain and chemically homogeneous crystal; however, a
generalization to three-dimensional (3D) systems might be
foreseen. For clearness of further discussions these con-
straints are listed below:
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FIG. 4. Schematic sketch of the crystal cross section. V; is the
area around point i; Yy corresponds to a small region near support

(y) edges.

(I) The density, defined by direct-space amplitudes, must
be uniform inside the support y except for a small region
near the support edges %, where it decreases in the external
direction from the support (Fig. 4):

(i) = a(i), lay(i) = e (i) < €
! al(i) + Bledd) - al(i)], |a(i) —ci(d)] > e,
rO, igy
2 ak(?)
cpli) =4 iV, iey\y 3)
Ny
\ak’(i), i€,

where a,(i) is the amplitude of point i of input at the k
iteration; a,(i) is the amplitude of point i of output at the k
iteration, where the input g;,;(i))=a;,,(i)e!%+1? at the next
iteration is taken from the output of the previous one by
implementation of direct-space constraints (for definitions of
input and output, see Ref. 8); B is a parameter taken in the
[0.5,1.0] interval; € is the parameter defining the threshold
for applying the constraints in Eq. (3) to each individual
point i in the direct-space map (DSM); V; is the vicinity of
point i, defining the set of neighboring points around point i;
Ny. is the number of points in the V;; and % is the narrow
edge of support, where the depth of this edge is defined by
fittable parameters. The shape of V; is not very important
(disk, square, etc.). The number of points inside V; should
not, however, be too small. The amplitude profile inside the
edge ¥ is constructed automatically by the iterative algo-
rithm.

(IT) The second constraint is related to the maximum and

minimum values that the components of the displacement
I du; . .

derivatives %;’ can take. These maximum and minimum val-

ues limit the possible phase difference between neighboring

points in the DSM:

| du;
D1 (i) = Py (i) > mln{?p[]APthl,

D1 (i) = Py (i) < max[%}APthh 4)

where max[%’]Ap and min[%]Ap define the difference
range in displacement component u; between neighboring
points i and i’ (i’ >i{) along p direction, and Ap is a step
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along the p direction of the DSM defining the spatial reso-
lution in this direction.

To make this constraint more efficient, it is necessary
sometimes to define a minimum distance over which the dis-

placement derivative (;—L;f sign is constant. These distances de-
pend on the particular properties of the sample, such as
shape, symmetry, and origin of strain, and they can be ad-
justed during an iterative process.

To implement these constraints in the iterative algorithm,
the maximum and minimum values of the displacement de-
rivatives have to be estimated The exact values of the mag-

nitudes max[ 1 and mln[ 1] depend on the position of the
Bragg peak, wh11e their dlfl%erence Au™ does not Wlthm

some uncertainty of exact Bragg- peak posmomng, corre-
sponds to the phases derivatives in RSM rather than actual

displacement field derivatives from which -7 deviate by
some constant value. Their estimations coul be approxi-
mately taken directly from the broadening of Bragg peak in
RSM.% G,y max[%ﬂ and Gy, min[%] will correspond, re-
spectively, to the broadening left and right from the
reciprocal-lattice point. For the particular case considered in
the present paper, such estimations were sufficient for the
reconstruction of the deformations. It means that the algo-
rithm is not sensitive to the precise values of the maximum
displacement derivatives. Alternatively instead of an estima-
tion of the value of A,u7™, a trial-and-error procedure with
variation in the corresponding parameter can be easily per-
formed.

IV. RESULTS OF RECONSTRUCTION AND DISCUSSION

The iterative phase retrieval algorithm was used to study
the simulated RSMs for different values of initial state of
tension o resulting in different values of inhomogeneous
strain (see Sec. II). Each time, the algorithm was applied
with a new set of random phases in RSM. The standard
support constraint which exactly corresponds to the shape of
silicon line was used at the beginning. We start our investi-
gation with inversion of the simulated diffracted data near
symmetric 004 Bragg reflection, presented in Fig. 2. These
data contain only information about the u, component of the
displacement field. For the value of 0=0.0130y (for the re-
lated values of inhomogeneous strain components in silicon
line, see Table I), there was no trouble in finding the correct
solution using the standard procedure (without the additional
constraints listed in Sec. III). Usually, it required several
cycles; each cycle involved 50 iterations of HIO followed by
50 iterations of ER. The presence of ER in the iterative pro-
cess is necessary; however, ER alone never provides the glo-
bal convergence here. The HIO is used to escape and search
for other local minima and together with ER it usually pro-
vides convergence. The corresponding solution of the inver-
sion of the RSM corresponding to the initial state of tension
0=0.0130y is plotted in Fig. 5(a). The phases in Fig. 5(a)
directly correspond to the displacements in the silicon sys-
tem via the relation ¢=Gyu,. The probability of finding a
correct solution, however, is not equal to unity. Together with
the correct solution, two local minima [L,(x,z) and L,(x,z)]
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FIG. 5. The solution of the inverse problem for the RSM shown
in Fig. 2(a) (for 0=0.0130y): (a) the correct solution; [(b) and (c)]
two local minima L; and L,, which are symmetric according to
central axis Z. Only these two local minima were encountered for
this case during convergence by ER+HIO. Amplitudes are in arbi-
trary units and phases are in radians.

were discovered [see Figs. 5(b) and 5(c)]. From 100 program
passes only 31 were successfully converging to the global
minima, including convergence to the 180° rotated solution,
because both object functions f(x,y) and f*(—x,—y) have the
same FT modulus. The probability of getting one of these
solutions was approximately equal. The features of the ro-
tated object were clearly recognized, however, as the shape
of our support is not fully symmetric according to the 180°
rotation; the stagnation appeared at the error metric level
Eiz 107 In such a case, as it was suggested by Fienup,

is simply necessary to restart the reconstruction from a com-
pletely new set of random phases. Despite the fact that only
two local minima L, and L, were discovered during recon-
struction, sometimes we had small stagnation near the global
minima which was easily overcome by small perturbation,
namely, by continuation of the convergence process with
slightly changed parameter B (for example, B=0.7 was
changed to 0.8). The exact object position determination in
the space with respect to the 180° rotation, in other words
top and bottom side determination, requires some a priori
knowledge about the shape. For example, in the case of
1-pum-wide silicon-on-insulator system, we knew the direc-
tion of side inclination from the electron micrograph
image.?> The local minima defined by linear combination
tp(x,z)+(1-1)p*(-x,—z) explained in Ref. 29 [p(x,z) is the
correct solution] was not encountered in our case. One of the
reasons for this might be that our support is not fully sym-
metric according to 180° rotation. In our case the nature of
the local minima is different. Their number increases with
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increase in inhomogeneity of the displacement field. The in-
homogeneity of the displacement field is characterized here
by the maximum differences between corresponding dis-
placement derivatives [Eq. (1)].

The presence and symmetry of the two local minima
L(x,z) ~Ly(—x,z) (x=0 corresponds to the vertical axis Z)
are provided by the symmetry of RSM according to ¢,=0.
Looking at the statistics of convergence results, the equal
probability of getting one of these local minima is higher
than the probability of getting a correct solution. After reach-
ing one of them the algonthm stagnates near it on the error
metric level Ek ~ 107°. Further iterations produce no signifi-
cant changes. The question is how to recognize the correct
solution between all results of algorithm. Of course, for our
pure simulated data which are exactly the square modulus of
a FT of direct-space density, the error metric of correct so-
lution goes down quickly to O, in contrast with the case of
local minima where it stagnates on some level (=107°). But
it is not the fact in the case of experimental data, which are
only approximately described by FT. The importance of ad-
ditional knowledge about an investigated object becomes
comprehensible. For this easy case an implementation of the
symmetry according to the Z axis or the density uniformity
constraint immediately resolves the problem of the correct
convergence.

The convergence situation changes when trying to invert
the simulated x-ray data with increasing o (or what is
equivalent to the increasing inhomogeneous strain). The
number of local minima increases. It is almost impossible in
the case of the RSM corresponding to the 0=0.013 0, to find
reliably the solution by the standard method using only sup-
port constraint. The number of local minima becomes too
high, and the convergence to the right solution happens only
as an occasion with very small probability. The results of
algorithm depend on the starting set of random phases in
RSM.

The presence of the local minima corresponds to ambigu-
ous solutions because the error metric after reaching them
becomes very small. This is especially the case for the ex-
perimental data where, because of the presence of noise, the
difference between error metrics of correct and local minima
solutions almost disappears. It means that for such complex-
valued data, expressing inhomogeneously strained crystal,
different combinations of amplitudes and phases in direct
space can yield very similar FT amplitudes images. When
the standard support constraint is used, once the algorithm
has reached the local minima, it stagnates near it; i.e., further
iterations do not produce any significant changes. In this case
the zero-density region outside the support, arising from sig-
nal oversampling, cannot compensate for the unknown
phases in the diffraction pattern because the values in this
area become negligibly small. For the large convergence am-
biguity, the number of local minima is very high, providing
very small probability of finding correct solution for reason-
able number of passes of iterative algorithm. The results of
different algorithm starts are inconsistent. This reveals the
instability of algorithm and impossibility of reconstructing
the displacement field using only support constraint. The ad-
ditional constraints become important for the convergence
process.
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FIG. 6. Iterative inversion for the RSM shown in Fig. 2(c) (for
o=0y): (a) the correct solution; [(b) and (c)] typical results using
conventional method. Amplitudes are in arbitrary units, displace-
ments are in angstroms, and phases are in radians.

In the case of deformations corresponding to the initial
residual stress 0=0.130y, an implementation of density uni-
formity constraint is required and sufficient to solve the
phase problem. The iterative algorithm was found to con-
verge to the correct solution. The second constraint limiting
the phase difference between neighboring points in DSM is
redundant for such values of deformations in silicon system.
A further increase in the inhomogeneity of the displacement
field reveals the instability of algorithm even with density
uniformity constraint. In this case the number of local
minima is very large. The second constraint to the spatial
phase variation coming from the maximum value of dis-
placement derivative components becomes a key point in the
reconstruction process. For the real values of deformations in
the silicon system corresponding to the o= oy, reliable recon-
struction of u, (z components of displacement field) requires
addition of third complementary constraint to the sigh of
displacement derivative. The third complementary constraint
provides reliable convergence for imaging highly inhomoge-
neous strain in crystal. Without this constraint it is still pos-
sible to find a solution. However, the results are not very
stable: the perturbations produced by constraints very often
are not sufficient to find global minima and algorithm moves
from one local minimum to another. The solution in this case
[data from Fig. 2(c)] is shown in Fig. 6(a). For the large
value of deformations presented here, the phases do not di-
rectly correspond to the displacement via the relation ¢
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FIG. 7. Tterative inversion for the RSM shown in Fig. 3(a) (for
0=0.0130y): amplitudes, phases, and calculated u, components of
displacement field. For calculation of u,, the phases of the present
solution together with the u, displacements retrieved from the cor-
responding 004 RSM were used. Amplitudes are in arbitrary units,
phases are in radians, and displacements are in angstroms.

=Gp4u,. The displacement field is recalculated from the
phase information taking into account the phase passing
through 2. For comparison two arbitrary local minima are
shown after as well [Figs. 6(b) and 6(c)]. The number of
local minima is incredibly high for this case.

Further investigation of convergence properties of algo-
rithm was done by inversion of the simulated diffracted data
near asymmetric 206 Bragg reflection (Fig. 3). These data
contain information about both components of displacement
field, u, and u,. In a way similar to the previous case of 004
reflection, three sets of data were simulated for the same
values of initial state of tension o.

During the inversion of the first set of data corresponding
to the 0=0.0130), similar to the 004 symmetric case two
local minima together with correct solution were found. The
local minima have features similar to the ones shown in Figs.
5(b) and 5(c) and resulted from the presence in reconstruc-
tion of the u, component of displacement field. The problem
of convergence is easily resolved by implementation of den-
sity uniformity constraint I [Eq. (3)]. The results of inversion
are shown in Fig. 7. The further implementation of this pro-
cedure to the second set of data (6=0.130y) revealed the full
instability of reconstruction using only standard support con-
straint, namely, a lot of local minima were observed. Both
constraints I and II were required for reliable algorithm con-
vergence. Constraint I was applied to the u, component of
displacement field. For this case, the phases in DSM at each
point correspond to the ¢=Gogit,+ Gootty, and for u, extrac-
tion the values u, were taken from previous reconstruction
for 004 RSM. The last RSM for o=0 [Fig. 3(c)] was also
successfully processed with additional constraints as in the
previous case (inversion results are shown in Fig. 8). It is
important to point out that complementary constraint to the
conservation of derivative sign of displacement field which
was used for reliable inversion of data from Fig. 2(c) was not
required for the present case. Moreover, the reconstruction
was not sensitive to the precision of maximum value of dis-
placement derivative used in constraint II. For example, for

the displacement field in Fig. 8 the maximum value of %
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FIG. 8. Iterative inversion for the RSM shown in Fig. 3(c) (for
o=0y): amplitudes, phases, (ézoﬁﬁ) scalar products, and calculated
(using retrieved beforehand u,) u, components of displacement
field. Amplitudes are in arbitrary units, phases are in radians, and
displacements are in angstroms.

~5X 1073, The successful reconstruction for this case was
possible up to 2.5X 1072 maximum value for the derivative
u, . . . . .

~, in constraint II. The further increase of this limit nega-
tively influenced reconstruction and resulted in frequent stag-
nation of iterative process. As illustrated here, the exact es-
timation of the maximum displacement derivatives is not
significant for these data and trial-and-error procedure can be
easily performed incorporating several algorithm passes with
different limits in constraint II. The estimations of the men-
tioned limits of the displacement derivatives are also
possible.?’ For asymmetric map from Fig. 3(c) the maximum

values of components of the projections of displacement i on
G direction derivatives can be estimated. The large mag-

nitude of the reciprocal-lattice vector Gy leads to larger
phase variations in direct space and complicates the conver-
gence of the algorithm.

It is necessary to point out that we also simulated the
RSMs near 400 reflection for different values of oy, (not
shown here) and tried to invert them. These RSMs contain
information only about u, component of displacement field.
For the values 0=0.0130, and 0.130,, the additional con-
straints T and IT [Eqgs. (3) and (4)] were unimportant. The
solutions—u, components of displacement fields—were
found using only support constraint without any difficulties;
no local minima were observed. Constraint I became impor-
tant for reconstruction of u, field corresponding to the o
>0.330y. To extract the deformations from 400 RSM corre-
sponding to the o=y, both constraints I and II are required.
The complementary constraint to the sign of displacement
derivatives, which was used to invert 004 reflection RSM for
the same stress value, was not useful for u, reconstruction.
We obtained reliable convergence without this complemen-
tary constraint.

In general, the importance of the additional constraints, of
course, depends on the value as well as the spatial distribu-
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tion of deformation field in crystal to be reconstructed. For
some cases they are less important, or even not important at
all.® For other cases as it was shown here they are highly
required. For the values of deformations that appeared in real
case of silicon system (see Table I for the o=0), reconstruc-
tion using only a support constraint is probably possible as
an occasion. However, we never reached it producing hun-
dreds of algorithm trials starting from random phases in
RSM. There are some sets of phases in RSM which belong to
some phase vicinity corresponding to the global minima (so-
lution). Starting algorithm from RSM image with phases be-
longing to this vicinity occurs in global minima after several
iterations. But what is the probability that random phases in
RSM satisty this condition and appertain to this vicinity? In
this paper it is shown that the probability of getting the so-
lution by standard phase retrieval technique decreases with
increasing inhomogeneity of deformation field [Eq. (1)],
which is equivalent to the size of this vicinity decreasing. For
the highest deformations in silicon shown here, the probabil-
ity that random phases in RSM occur in the vicinity, from
which the solution can be directly reached without intro-
duced additional constraints I and II, is incredibly small. In
the case where the solution as an occasion is reached never-
theless, it is difficult to monitor it as the error metrics of
usually found local minima are very small too.

Here, it is illustrated that the correct global solution is
possible to find using model-independent approach, but with
implementation of additional constraints. The cost of these
constraints is not very high, as the algorithm is not sensitive

PHYSICAL REVIEW B 78, 174110 (2008)

to precise value of the maximum value of displacement de-
rivative which can be approximately estimated from the
Bragg-peak broadening.

V. CONCLUSION

The iterative phase retrieval algorithm was applied to re-
trieve the displacement field with different values of inhomo-
geneity inside modeled silicon slab. It is shown that the dis-
placement field in a strained crystal can be retrieved from its
x-ray-diffraction pattern alone. However, the required con-
vergence conditions depend on the value of inhomogeneity
of displacement field in crystal. The comparison of conver-
gence behaviors of this algorithm was illustrated for recon-
struction of different strain fields. The standard support con-
straint provides satisfactory convergence only for weakly
inhomogeneous displacement field. The increased inhomoge-
neity of displacement field, depending on maximum differ-
ence of corresponding displacement derivatives [Eq. (1)],
causes the increase in ambiguity in reconstruction process
together with decrease in probability of finding the correct
solution. The developed constraints to spatial displacement
variations and density uniformity serve to remove this ambi-
guity in the reconstruction process. Their significance is
shown for retrieving of gradually increasing deformation
field. The present research contributes to the investigation of
the advantages and limitations of the modern and promising
CDI technique for the imaging of deformations in microcrys-
tals with high spatial resolution.
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